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Building Blocks

• Pareto-optimal implementations and composition of 
accelerator’s sub-components [3]

• Sub-components’ communication optimization [4]
• Scratchpad micro-architecture optimization and local 

memory reuse [ongoing work]

Supervised High Level Synthesis

• Full System: runs  target OS, software app and device drivers
• Parallel simulation of heterogeneous concurrent components

Virtual Platform

Unified Toolkit for Compositional Design

References.
[1] K. Barker et al. PERFECT Benchmark Suite Manual. Pacific Northwest National Laboratory and Georgia Tech Research 

Institute, 2013. http://hpc.pnnl.gov/projects/PERFECT/
[2] N. Sturcken et al. A 2.5D integrated voltage regulator using coupled magnetic core inductors on silicon interposer 

delivering 10.8A/mm2. ISSCC 2011
[3] H.-Y. Liu et al. Compositional system-level design exploration with planning of high-level synthesis. DATE 2012
[4] Di Guglielmo et al. Composition High-Level Synthesis of Communication-Centric SoCs. DAC 2014
[5] J. Erickson Developing the Skill Set Required for SystemC TLM-Based Hardware Design and Verification. cadence.com 2013
[6] C. D. Kersey et al. 2012. A universal parallel front-end for execution driven microarchitecture simulation. RAPIDO 2012
[7] S. Li et al. McPAT: an integrated power, area, and timing modeling framework for multicore and manycore architectures. 

MICRO 2009

Acknowledgments.
This work is supported in part by the DARPA PERFECT program.

Disclaimer.
Any opinions, findings and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of DARPA.

• Target Applications
• Which kernels will benefit the most from 

hardware acceleration?
Hardware vs. software execution

• Which is the optimal data token size?
Scratchpad size vs. communication overhead.

• How much parallelism can be exploited?
Performance vs. power

• Which is the optimal operation point?
Voltage and frequency scaling

• Constraints
• Timing requirements, area, power and energy 

budget
• Available IPs
• I/O bandwidth and pin count

System Level Specification

IPs library characterization

RTL Synthesis
Full system assessment

FPGA Prototype

Design Space Exploration engine

CARGO Simulation

Parameters projection
for target system

Runtime - Operations count
Power - Energy

Cost of communication and I/O

Sweep models parameters
IP optimization

Resource sharing

Run HLS
IP refinement

Integrate
Prototype 

refinement

Measure
Prototype full system performance

Annotate
Area, power and latency

Simulator Training
Refine McPat models, update accelerators’ models

• Embedded Scalable Platform Instance
• Components selection
• Communication interface and wrappers selection
• Drivers and software stack finalization

System Integration and Implementation

Devices Ctrl. API Power Ctrl. API

Templated Linux Device Drivers

Fine Grained Power Management [2]
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Scalable Communication and Ctrl. Interface

Services
• Reservation
• Operation Point
• DMA transfer
• Cache coherency

Templated
Wrappers

• Fast IP integration
• Peripheral registers
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Last Level Cache, Directory, DRAM models

…

Back-end

Models:
accelerator 

latency,
energy, I/O

Models:
accelerator 

latency,
energy, I/O

…

Native execution
Front-end

QSIM-based [6]
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